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LEVERAGING USER-TO-TOOL
INTERACTIONS TO AUTOMATICALLY
ANALYZE DEFECTS IN IT SERVICES
DELIVERY

This application is a continuation application claiming
priority to Ser. No. 13/362,089 filed Jan. 31, 2012, now U.S.
Pat. No. 8,898,092, issued Nov. 25, 2014.

TECHNICAL FIELD

The present invention relates to a data processing method
and system for knowledge management, and more particu-
larly to a technique for identifying related problem tickets in
an information technology environment.

BACKGROUND

Defect prevention in an information technology environ-
ment analyzes historical problem tickets to identify reoc-
curring problems, explore opportunities for prevention solu-
tions, and track the impact of solution implementation.
Identifying sets of tickets that relate to a common system or
process problem is a first step towards assessing the root
cause and devising actions to eliminate or avoid a reoccur-
rence of the problem. High accuracy and low costs of
identifying related tickets are critical for efficient services
delivery.

SUMMARY

In first embodiments, the present invention provides a
method of identifying related problem tickets in an infor-
mation technology (IT) environment. The method includes a
computer storing user interactions with a computer program.
The user interactions include inputs to the computer pro-
gram to search for problem tickets issued in the IT environ-
ment that have the same characteristics. The method further
includes the computer recognizing one or more user inter-
action patterns within the user interactions. The method
further includes the computer selecting a user interaction
pattern of the one or more user interaction patterns based on
an evaluation of effectiveness of each of the one or more
user interaction patterns. The method further includes the
computer generating a rule, based on the user interaction
pattern, for determining which problem tickets in the IT
environment share a common characteristic. The method
further includes the computer applying the rule to additional
problem tickets issued in the IT environment to identify
which of the additional problem tickets share the common
characteristic.

In second embodiments, the present invention provides a
computer system including a central processing unit (CPU),
a memory coupled to the CPU, and a computer-readable,
tangible storage device coupled to the CPU. The storage
device contains instructions that, when carried out by the
CPU via the memory, implement a method of identifying
related problem tickets in an information technology (IT)
environment. The method includes the computer system
storing user interactions with a computer program, the user
interactions comprising inputs to the computer program to
search for problem tickets issued in the IT environment that
have the same characteristics. The method further includes
the computer system recognizing one or more user interac-
tion patterns within the user interactions. The method further
includes the computer system selecting a user interaction
pattern of the one or more user interaction patterns based on
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2

an evaluation of effectiveness of each of the one or more
user interaction patterns. The method further includes the
computer system generating a rule, based on the user inter-
action pattern, for determining which problem tickets in the
IT environment share a common characteristic. The method
further includes the computer system applying the rule to
additional problem tickets issued in the IT environment to
identify which of the additional problem tickets share the
common characteristic.

In third embodiments, the present invention provides a
computer program product including a computer-readable,
tangible storage device having computer-readable program
instructions stored therein, the computer-readable program
instructions, when carried out by a central processing unit
(CPU) of a computer system, implement a method of
identifying related problem tickets in an information tech-
nology (IT) environment. The method includes the computer
system storing user interactions with a computer program,
the user interactions comprising inputs to the computer
program to search for problem tickets issued in the IT
environment that have the same characteristics. The method
further includes the computer system recognizing one or
more user interaction patterns within the user interactions.
The method further includes the computer system selecting
a user interaction pattern of the one or more user interaction
patterns based on an evaluation of effectiveness of each of
the one or more user interaction patterns. The method further
includes the computer system generating a rule, based on the
user interaction pattern, for determining which problem
tickets in the IT environment share a common characteristic.
The method further includes the computer system applying
the rule to additional problem tickets issued in the IT
environment to identify which of the additional problem
tickets share the common characteristic.

Embodiments of the present invention capture user inter-
actions with existing analysis tools to guide a subsequent
automated analysis of defects by a software-based tool,
where explicit training of the tool is minimal and the
accuracy of the automated analysis is similar to human-
based results.

BRIEF DESCRIPTION OF THE SEVERAL
VIEWS OF THE DRAWINGS

FIGS. 1A-1B depict a block diagram of a system for
identifying related problem tickets in an information tech-
nology environment, in accordance with embodiments of the
present invention.

FIG. 2 is a flowchart of a process of identifying related
problem tickets in an information technology environment,
where the process is implemented in the system of FIGS.
1A-1B, in accordance with embodiments of the present
invention.

FIG. 3 is a flowchart of a process of classifying problem
tickets, where the process is implemented in the system of
FIGS. 1A-1B, in accordance with embodiments of the
present invention.

FIG. 4 is a flowchart of a process of defect trending,
where the process is implemented in the system of FIGS.
1A-1B, in accordance with embodiments of the present
invention.

FIG. 5 is a flowchart of a process of cross-pool defect
reduction exploration, where the process is implemented in
the system of FIGS. 1A-1B, in accordance with embodi-
ments of the present invention.

FIG. 6 is a block diagram of a computer system that is
included in the system of FIGS. 1A-1B and that implements
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the process of FIG. 2, FIG. 3, FIG. 4 and/or FIG. 5, in
accordance with embodiments of the present invention.

DETAILED DESCRIPTION

Overview

Embodiments of the present invention recognize that
human expert analysis achieves high accuracy in the iden-
tification of related incident tickets (a.k.a. problem tickets)
in an information technology (IT) environment at a very
high data analysis cost. Embodiments of the present inven-
tion further recognize that known software-based tools can
support human expert analysis, but the tools have diverse
degrees of accuracy and overhead. For example, known
classification/data mining algorithms have limited accuracy
because of a domain specific sublanguage. Embodiments of
the present invention further recognize that the aforemen-
tioned known tools require extensive human effort to train
the tools. For example, for ticket classification into defect
categories, a human analyst (e.g., Quality Analyst; ak.a.
QA) must build rule sets for rule-based classification, or
manually label a large set of tickets for use with learning-
based methods. Embodiments of the present invention fur-
ther recognize that human action is necessary to determine
sets of tickets that identify a problem based on defect
category and/or specific ticket details. Embodiments of the
present invention further recognize that although automation
provided by tools can handle massive volumes of defects,
automation on its own cannot adequately deal with the
diverse and highly dynamic nature of incoming defects.

Embodiments of the present invention monitor and store
user interaction patterns with data analysis tools that detect
defects in an IT environment. Rules and/or methods are
generated from the user interaction patterns. Effective user
interaction patterns are identified. New data is analyzed
using the generated rules and/or methods.

System for Identifying Related Problem Tickets

FIGS. 1A-1B depict a block diagram of a system for
identifying related problem tickets in an information tech-
nology environment, in accordance with embodiments of the
present invention. A system has a first portion 100-1 of the
system depicted in FIG. 1A and a second portion 100-2 of
the system depicted in FIG. 1B. Portion 100-1 of the system
includes a computer system 102, which includes an extrac-
tion module 104 for providing a user-invoked extraction of
incident tickets (a.k.a. problem tickets) from a data reposi-
tory 106 that stores incident tickets. Computer system 102
runs a software-based auto classify by interaction patterns
tool 108 that automatically classifies the extracted incident
tickets according to patterns of user interactions that occur
and are identified by an investigation discovery component
110, which includes ticket analysis tool 112 by which one or
more users perform user interactions. The user(s) interact
with ticket analysis tool 112, which runs a classify module
114 to classity incident tickets according to standard defect
codes 116. Furthermore, the user(s) interact with ticket
analysis tool 112 to perform manual ticket clustering 118 to
look for similar root-cause groups of incident tickets. The
result of clustering 118 is presented by a visualize module
120 provided by ticket analysis tool 112. Visualize module
120 may use Pareto charts and/or Process Behavior Analysis
(PBA) to visualize the clustered incident tickets.

A capture user interaction patterns tool 122 monitors the
patterns of user interactions with ticket analysis tool 112. For
example, capture user interaction patterns tool 122 monitors
a user’s drill down pattern (i.e., a prioritization of attributes,
which may include selecting the feature of “severity” of an
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incident ticket first). As another example, capture user
interaction patterns tool 122 monitors the filter terms
selected by a user, which may include a user selecting
Severity 1 as a first filter and then selecting “APPLICA-
TION” as a next filter. As still another example, capture user
interaction patterns tool 122 monitors dictionary terms
entered by a user, such as monitoring terms based on the
regular expression {Process|Hang|Reboot} being used
within the type “APPLICATION.” Capture user interaction
patterns tool 122 also captures details that describe the steps
of'a group of patterns of user interactions with ticket analysis
tool 112, determines which steps are relevant or not relevant,
and determines how results of one step become input for
subsequent steps.

Capture user interaction pattern tool 122 stores each of the
monitored user interaction patterns in a data repository for
usage patterns 124 or in a data repository for grouping
patterns 126. Usage patterns 124 may include attribute(s) or
column(s) selected by a user and keyword(s) entered by the
user. Grouping patterns 126 may include how columns of
data are ordered by a user and what filters are selected by the
user.

A software-based generate signature tool 128 receives the
user interaction patterns monitored and stored by capture
user interaction patterns tool 122. Generate signature tool
128 includes a conversion module 130 and a weight assign-
ment module 132. Conversion module 130 converts each
group of stored user interaction patterns to a knowledge
representation by generating analysis procedures corre-
sponding to respective groups of user interaction patterns
(i.e., corresponding to respective group signatures). As used
herein, a group signature is defined as a group of user
interaction patterns. Each generated analysis procedure
includes rule(s) and/or method(s) that describe the relevant
steps of a corresponding group of user interaction patterns,
and include a specification of how results of one step of a
group of user interaction patterns becomes input for one or
more subsequent steps. In one embodiment, conversion
module 130 transforms each stored group of user interaction
patterns into a script that can be run to repeat the steps
included in the group of user interaction patterns.

Weight assignment module 132 evaluates each group of
user interaction patterns (i.e., each group signature) and
assigns a weight to each group signature based on the
evaluation. Weight assignment module 132 evaluates the
quality of groups of monitored user interaction patterns in
order to select the most effective groups of user interaction
patterns for use with automated or semi-automated analysis.

In one embodiment, weight assignment module 132
evaluates each group signature based on how many incident
tickets are selected by the steps of the group of user
interaction patterns associated with the group signature.
Weight assignment module 132 may apply clustering algo-
rithms on geographical and pool groups to determine the
most prevalent user interaction patterns and may allow for
the formation of ticket groups (i.e., inferred ticket categories
or classes). For example, weight assignment module 132
may employ principal component analysis (PCA), where the
feature set is defined as a subset of user interaction patterns,
to determine the most prevalent user interaction patterns.

In one embodiment, generate signature tool 128 provides
a semi-automated evaluation of a group signature by
requesting user input to confirm the usefulness of compo-
nents of the group signature. In another embodiment, gen-
erate signature tool 128 evaluates a group signature based on
automated analyses that determine measures of significance
of components of the group signature. For example, generate
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signature tool 128 may perform frequency analysis of a
keyword used in a filter, where the frequency analysis
indicates that the keyword is not a significant influence on
the filter and may be ignored.

Generate signature tool 128 sends a group signature 134
and a candidate ticket group 136 to a similarity explorer tool
138, which are depicted in portion 100-2 in FIG. 1B. The
similarity explorer tool 138 receives results (e.g., group
signature 134 and candidate ticket group 136) from generate
signature tool 128 (see FIG. 1A) and stores the received
results in an interaction management database 139. For new
incident tickets being received by the system depicted in
FIGS. 1A-1B, similarity explorer tool 138 determines a
similarity index to measure how similar group signature 134
is to an existing group signature stored in interaction man-
agement database 139. If similarity explorer tool 138 finds
an existing group signature that is similar to group signature
134 based on the similarity index, then similarity explorer
tool 138 retrieves the similar existing group signature from
interaction management database 139.

An investigation management component 140 of portion
100-2 manages an investigation of root causes of defects in
an IT environment to implement proactive prevention of
future defects. Investigation management component 140
includes an open investigation module 142 that receives
candidate ticket group 136 and group signature 134, and
opens an investigation for proactive prevention of defects.
Investigation management component 140 further includes a
root cause analysis module 144 that determines a root cause
of the incidents described in candidate ticket group 136.
Investigation management component 140 further includes
an implement module 146 that implements a preventive
action to prevent future incidents having the same root
cause. Investigation management component 140 further
includes a validate and close module 148 that validates the
effectiveness of the action implemented by implement mod-
ule 146 and subsequently closes the investigation that had
been opened by open investigation module 142. The validate
and close module 148 stores the group signature 134 and
associated information from the particular investigation
being managed by investigation management component
140 (i.e., information about the root cause and preventive
action taken to avoid the defect).

A trend analysis tool 150 included in investigation man-
agement component 140 receives the root cause determined
by root cause analysis module 144 and monitors incident
tickets 106 (see FIG. 1A) to determine whether the preven-
tive action implemented by implement module 146 was
successful in reducing defects having the aforementioned
root cause.

After the validation provided by validate and close mod-
ule 148, a generate classifiers tool 152 generates a classifier
to define how to automatically classify a new incident ticket.
The generated classifier is sent to auto classify by interac-
tions pattern tool 108 (see FIG. 1A), which then uses the
classifier to classify a new incoming incident ticket. Fur-
thermore, visualize module 120 (see FIG. 1A) receives the
classification results of tool 108 (see FIG. 1A) and presents
a visualization of the behavior of the group in which the
incoming incident ticket is classified.

The functionality of components of system portions 100-1
(see FIG. 1A) and 100-2 is further described below in the
discussions relative to FIG. 2, FIG. 3, FIG. 4 and FIG. 5.
Process for Identifying Related Problem Tickets

FIG. 2 is a flowchart of a process of identifying related
problem tickets in an information technology environment,
where the process is implemented in the system of FIGS.
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1A-1B, in accordance with embodiments of the present
invention. The process of FIG. 2 starts at step 200. In step
202, capture user interaction patterns tool 122 (see FIG. 1A)
monitors and stores user interactions with a computer pro-
gram such as ticket analysis tool 112 (see FIG. 1A) (i.e.,
user-to-tool interactions), where the user interactions are
included in a defect prevention process (DPP). The user
interactions may be performed by a human analyst using a
domain-specific software-based tool. The DPP may include
identifying sets of tickets that are related to a system or
process problem in the I'T environment, which is a first step
towards assessing a root cause of a problem in the IT
environment. Each user interaction being monitored in step
202 performs targeted analysis of historical problem tickets
that were issued in the IT environment and that share the
same characteristics. The targeted analysis may use a
domain specific tool to perform a search, text analysis and/or
statistical analysis of the content in incident tickets 106 (see
FIG. 1A). The user interactions analyze content in incident
tickets 106 (see FIG. 1A), which includes multiple types of
content including the main-driver content (e.g., incident
tickets) and other domain-specific content that is relevant for
the analysis (e.g., change tickets, server configuration
records and system architecture details).
In one embodiment, monitoring user interactions in step
202 includes capturing details that describe steps of user
interactions and any combination of:
determining a column or attribute (e.g., Severity of the
ticket) that a user (e.g., QA) selected as a first type of
data item by which to drill down in incident tickets 106
(see FI1G. 1A) via ticket analysis tool 112 (see FIG. 1A);

determining one or more attributes that the user selected
as filtering constraint(s) by which the data to be
extracted from incident tickets 106 (see FIG. 1A) is
narrowed, and if there are multiple filtering constraints,
determining the order in which the user selected the
filtering constraints;

determining keywords or dictionary terms entered by the

user to generate a regular expression that narrows the
data to be extracted from incident tickets 106 (see FIG.
1A); and

determining the common attribute types that are co-

selected by the user to narrow data to be extracted from
incident tickets 106 (see FIG. 1A).

For example, a QA selects “Severity 1” as the first
attribute and “Application” as the next filter by which
incident tickets are to be extracted from the incident tickets
106 (see FIG. 1A), and then enters keywords that generate
a regular expression {Process|Hang|Reboot} to further nar-
row down the incident tickets extracted from incident tickets
106 (see FIG. 1A).

In one embodiment, capture user interaction patterns tool
122 (see FIG. 1A) receives input from a human expert who
generalizes a description of the user interaction steps being
monitored in step 202. In subsequent steps of the process of
FIG. 2, the generalized description of the user interaction
steps may be used instead of the monitored user interaction
steps in order to provide more extensive automation.

In step 204, capture user interaction patterns tool 122 (see
FIG. 1A) determines one or more user interaction patterns
(i.e., patterns of user interactions with a computer program
such as ticket analysis tool 112 in FIG. 1A) within the user
interactions monitored and stored in step 202 by generating
automated analysis procedures for respective patterns of
user interactions monitored in step 202. Capture user inter-
action patterns tool 122 (see FIG. 1A) generates the afore-
mentioned analysis procedures by integrating the descrip-



US 9,459,950 B2

7

tions of the user interaction steps captured in step 202. An
analysis procedure generated in step 204 may be the result
of capture user interaction patterns tool 122 (see FIG. 1A)
automatically integrating the steps of multiple analysis tasks
into the analysis procedure.

In one embodiment, capture user interaction patterns tool
122 (see FIG. 1A) generates the automated analysis proce-
dures for execution environments that are external to the
computer program (e.g., ticket analysis tool 112 in FIG. 1A)
utilized by the user to perform the user interactions moni-
tored in step 202. For example, capture user interaction
patterns tool 122 (see FIG. 1A) generates an analysis pro-
cedure for an execution environment that comprises a batch
procedure scheduled to execute periodically on a computer
system connected to one or more databases and/or analytic
tool libraries. As another example, the aforementioned
execution environment may be a data warehouse collecting
incident ticket updates and the analysis tasks implemented
by automatically classifying incidents by failure codes and
determining groups of tickets having the same root cause.

In step 206, generate signature tool 128 (see FIG. 1A)
evaluates the effectiveness of each user interaction pattern
determined in step 204. In one embodiment, the generate
signature tool 128 (see FIG. 1A) performs a frequency
analysis by determining how many users perform user
interactions in each user interaction pattern determined in
step 204 per unit of time. Based on the frequency analysis,
generate signature tool 128 (see FIG. 1A) weights the user
interaction patterns. Based on the weighted user interaction
patterns, generate signature tool 128 (see FIG. 1A) deter-
mines whether a particular user interaction pattern is effec-
tive (i.e., relevant) or not (e.g., a weight that exceeds a
predefined value indicates an effective user interaction pat-
tern).

In another embodiment, generate signature tool 128 (see
FIG. 1A) evaluates the effectiveness of each user interaction
pattern determined in step 204 by an automated method such
as applying a clustering algorithm on a geographical loca-
tion and a pool group. The clustering algorithm may use, for
instance, principal component analysis (PCA), where the
feature set is defined as a subset of the user interaction
patterns.

Step 206 also includes generate signature tool 128 (see
FIG. 1A) determining for each user interaction step of a user
interaction pattern whether a result of the user interaction
step is input for subsequent user interaction step(s).

Further, step 206 includes generate signature tool 128 (see
FIG. 1A) generating group signature 134 (see FIG. 1B) by
converting the effective user interaction pattern(s) to a rule
or method (i.e., an executable script). Group signature 134
(see FIG. 1B) may include values of attributes that specity
a group of user interaction patterns determined to be effec-
tive in step 206.

In step 208, based on the effectiveness evaluated in step
206, generate signature tool 128 (see FIG. 1A) selects a user
interaction pattern that is effective.

In step 210, based on the user interaction pattern selected
in step 208, generate classifiers tool 152 (see FIG. 1B)
generates a rule for determining which problem tickets in the
IT environment share a common characteristic.

In step 212, auto classify interaction patterns tool 108 (see
FIG. 1A) applies the rule generated in step 210 to additional
problem tickets issued in the IT environment to identify
which of the additional problem tickets share the aforemen-
tioned common characteristic. In one embodiment, auto
classify interaction patterns tool 108 (see FIG. 1A) executes
the analysis procedure generated in step 204 that corre-
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sponds to a user interaction pattern by translating the rep-
resentation of the user interaction pattern and input param-
eter descriptions into tool actions (i.e., actions performed by
the ticket analysis tool 112 in FIG. 1A) or procedures
depending on the execution environment. The analysis pro-
cedure may be executed in step 212 based on a scheduled
event (e.g., a daily database update) or on demand by a user.

Step 212 does not cluster the additional incident tickets
based on a relevance matrix between query patterns and
tickets. Instead, the classification (or topic) of the user
interaction patterns is predetermined by the candidate tickets
initially clustered in step 204 and are refined iteratively
using a classifier newly generated by generate classifiers tool
152 (see FIG. 1B).

Applying the rule in step 212 may be included in a first
use case scenario in which new incident tickets assigned to
a pool are automatically classified (see FIG. 3); a second use
case scenario in which defect reoccurrence and trends are
tracked (see FIG. 4); and/or a third use case scenario in
which the scope of defect prevention is expanded across
pools, accounts, delivery enters (see FIG. 5).

The process of FIG. 2 ends at step 214.

Classifying a Problem Ticket

FIG. 3 is flowchart of a process of classifying problem
tickets, where the process is implemented in the system of
FIGS. 1A-1B, in accordance with embodiments of the
present invention. The process of FIG. 3 begins at step 300.
In step 302, ticket extraction module 104 (see FIG. 1A)
extracts tickets from incident tickets 106 (see FIG. 1A).

In step 304, ticket analysis tool 112 (see FIG. 1A) runs
classify module 114 (see FIG. 1A) to classify the tickets
extracted in step 302 according to standard defect codes 116
(see FIG. 1A).

In step 306, a user interacting with ticket analysis tool 112
(see FIG. 1A) performs manual ticket clustering 118 (see
FIG. 1A) to cluster the tickets extracted in step 302 to
identify one or more groups of tickets, where tickets in each
identified group have a similar root cause.

In step 308, visualize module 120 (see FIG. 1A) generates
a visualization of the behavior of each group identified in
step 306 by time and volume and presents the visualization
to a user. Visualize module 120 (see FIG. 1A) may use
Pareto charts and/or PBA to visualize the behavior of a
group identified in step 306.

In step 310, based on the visualization provided in step
308, ticket analysis tool 112 (see FIG. 1A) determines or
receives an indication of whether or not each group of tickets
identified in step 306 is suitable for proactive prevention of
the defects associated with the respective groups of tickets.
If the identified group of tickets is determined in step 310 to
be suitable for proactive prevention, then ticket analysis tool
112 (see FIG. 1A) designates the identified group of tickets
as the candidate ticket group 136 (see FIG. 1B), the Yes
branch of step 310 is taken and step 312 is performed;
otherwise, the process of FIG. 3 loops back to step 306 to
cluster tickets to identify another group of tickets that have
a similar root cause.

In step 312, capture user interaction patterns tool 122 (see
FIG. 1A) captures a usage pattern that specifies a pattern of
user interactions with ticket analysis tool 112 (see FIG. 1A)
that resulted in determining the identified group of tickets.
For example, capture user interaction patterns tool 122 (see
FIG. 1A) captures usage patterns 124 (see FIG. 1A) (e.g.,
columns selected and keywords entered) and grouping pat-
terns 126 (see FIG. 1A) (e.g., ordering of columns and
filters).
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Step 312 also includes generate signature tool 128 (see
FIG. 1A) generating a group signature 134 (see FIG. 1B)
associated with the specified pattern of user interactions. The
result of steps 310 and 312 is candidate tickets and group
signature 314, which includes the tickets in candidate ticket
group 136 (see FIG. 1B) and the group signature generated
in step 312.

Generate signature tool 128 (see FIG. 1A) sends the
candidate tickets and group signature 314 to open investi-
gation module 142 (see FIG. 1B). In step 316, open inves-
tigation module 142 (see FIG. 1B) opens an investigation for
the aforementioned proactive prevention.

In step 318, root cause analysis module 144 (see FIG. 1B)
determines a root cause of the defect indicated by the
incident tickets in candidate tickets and group signature 314.

In step 320, implement module 146 (see FIG. 1B) imple-
ments a preventive action for preventing the defect indicated
by the tickets in candidate tickets and group signature 314.

In step 322, which follows step 320, validate and close
module 148 (see FIG. 1B) validates the effectiveness of the
preventive action implemented in step 320 and closes the
investigation that was opened in step 316. The phase of the
ticket classification process managed by investigation man-
agement component 140 (see FIG. 1B) ends at step 323.

In step 324, which also follows step 320, interaction
management database 139 (see FIG. 1B) receives and stores
the group signature included in candidate tickets and group
signature 314 and information about the group signature,
including a specification of the root cause determined in step
318 and the preventive action implemented in step 320, as
well as an identification of the investigation performed by
the investigation management 140 (see FIG. 1B) to deter-
mine the root cause determined in step 318.

In step 326, generate classifiers tool 152 (see FIG. 1B)
generates classifiers, where each classifier is a set of rules,
a set of procedures or an executable script that determines
which problem tickets in the IT environment share the same
group signature associated with the tickets in candidate
tickets and group signature 314. For example, the classifier
generated in step 326 is Cluster Group 1: Country
A->SysOp->Pool Intel->*, Short Description=file, Sever-
ity=1, Long Desc=disklfilellog.

In step 328, generate classifiers tool 152 (see FIG. 1B)
activates the classifier generated in step 326 and sends the
classifier to auto classify by interaction patterns tool 108
(see FIG. 1A).

In step 330, auto classify by interaction patterns tool 108
(see FIG. 1A) receives additional (i.e., new) incident tickets
and automatically classifies the additional incident tickets by
applying the classifier generated in step 326. For example,
step 330 includes the auto classify by interaction patterns
tool 108 (see FIG. 1A) executing the script which is the
classifier generated in step 326, and in response to executing
the script, classifying the new incident tickets as being in a
ticket group sharing the same group signature included in
candidate tickets and group signature 314, and generating
and presenting to a user a visualization in step 308 of the
behavior of the ticket group in which the new incident
tickets are classified.

Defect Trending

FIG. 4 is a flowchart of a process of defect trending,
where the process is implemented in the system of FIGS.
1A-1B, in accordance with embodiments of the present
invention. The process of F1G. 4 starts at step 400. Generate
signature tool 128 (see FIG. 1A) sends candidate tickets and
group signature 402 to open investigation module 142 (see
FIG. 1B). Candidate tickets and group signature 402
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includes incident tickets in candidate ticket group 136 (see
FIG. 1B) and group signature 134 (see FIG. 1B). In one
embodiment, candidate tickets and group signature 402 is
the same as candidate tickets and group signature 314 (see
FIG. 3).

In step 404, open investigation module 142 (see FIG. 1B)
receives candidate tickets and group signature 402 and
opens an investigation of the candidate tickets for proactive
prevention of the defect associated with the incident tickets
in candidate tickets and group signature 402. For example,
the investigation may be opened for incident tickets that are
related to storage systems (i.e., the group signature is
associated with storage systems).

In step 406, root cause analysis module 144 (see FIG. 1B)
determines a root cause of the defect indicated by the
incident tickets in candidate tickets and group signature 402.

In step 408, implement module 146 (see FIG. 1B) imple-
ments a preventive action for preventing the defect indicated
by the incident tickets in candidate tickets and group sig-
nature 402.

In step 410, validate and close module 148 (see FIG. 1B)
validates the effectiveness of the preventive action imple-
mented in step 408 and closes the investigation that was
opened in step 404.

In step 412, validate and close module 148 (see FIG. 1B)
sends to interaction management database 139 (see F1G. 1B)
the user interaction pattern associated with the group sig-
nature included in candidate tickets and group signature 402.
The phase of the defect trending process managed by
investigation management component 140 (see FIG. 1B)
ends at step 414.

In step 416, which follows step 406, trend analysis tool
150 (see FIG. 1B) receives the group signature included in
candidate tickets and group signature 402 from root cause
analysis module 144 (see FIG. 1B) and registers the afore-
mentioned group signature for trend analysis (i.e., determin-
ing how the volume of incoming incident tickets in a group
indicated by the group signature behaves over a specified
period of time). In step 418, trend analysis tool 150 (see FIG.
1B) interprets the group signature included in candidate
tickets and group signature 402. In one embodiment, trend
analysis tool 150 (see FIG. 1B) may also search for and
identify patterns (including time lagged) across different
group signatures. Based on an identification of the afore-
mentioned patterns across different group signatures, trend
analysis tool 150 (see FIG. 1B) may determine a reduction
in the volume of incoming incident tickets.

In step 420, trend analysis tool 150 (see FIG. 1B) retrieves
incident tickets based on the group signature included in
candidate tickets and group signature 402. In step 422, trend
analysis tool 150 (see FIG. 1B) performs a time-series
analysis of the incident tickets retrieved in step 420.

In step 424, trend analysis tool 150 (see FIG. 1B) deter-
mines a change in the volume of incident tickets over a
specified period of time based on the time-series analysis
performed in step 422. If the volume of incident tickets has
decreased over the specified time period according to the
determination in step 424, then trend analysis tool 150 (see
FIG. 1B) in step 410 records that the preventive action
implemented in step 408 is effective at preventing the
aforementioned defect (i.e., validates the preventive action
as being effective). If the volume of tickets has not decreased
over the specified time period according to the determination
in step 424, then trend analysis tool 150 (see FIG. 1B)
records in step 410 that the preventive action implemented
in step 408 is not effective (i.e., does not validate the
preventive action as being effective).
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Cross-Pool Defect Reduction Exploration

FIG. 5 is a flowchart of a process of cross-pool defect
reduction exploration, where the process is implemented in
the system of FIGS. 1A-1B, in accordance with embodi-
ments of the present invention. The process of FIG. 5 starts
at step 500. Generate signature tool 128 (see FIG. 1A) sends
candidate tickets and the group signature 502 to open
investigation module 142 (see FIG. 1B). Candidate tickets
and group signature 502 includes incident tickets in candi-
date ticket group 136 and group signature 134 (see FIG. 1B)
and group signature 134 (see FIG. 1B). In one embodiment,
candidate tickets and group signature 502 is the same as
candidate and group signature 314 (see FIG. 3).

In step 504, open investigation module 142 (see FIG. 1B)
receives candidate tickets and group signature 502 and
opens an investigation of the candidate tickets for proactive
prevention of the defect associated with the incident tickets
in candidate tickets and group signature 502.

In step 506, root cause analysis module 144 (see FIG. 1B)
determines a root cause of the defect indicated by the
incident tickets in candidate tickets and group signature 502.

In step 508, implement module 146 (see FIG. 1B) imple-
ments a preventive action for preventing the defect indicated
by the incident tickets in candidate tickets and group sig-
nature 502.

In step 510, validate and close module 148 (see FIG. 1B)
validates the effectiveness of the preventive action imple-
mented in step 508 and closes the investigation that was
opened in step 504. Following step 510, the phase of the
cross-pool defect reduction exploration process managed by
the investigation management component 140 (see FIG. 1B)
ends at step 512.

In step 514, similarity explorer tool 138 (see FIG. 1B)
retrieves group signatures from interaction management
database 139 (see FIG. 1B) that are similar to the group
signature included in candidate tickets and group signature
502 based on a similarity index. The retrieved group signa-
tures describe incident tickets from across pools of data that
are different from the pool from which incident tickets were
extracted to generate the group signature included in can-
didate tickets and group signature 502. In one embodiment,
the different pools are based on different geographic loca-
tions. For example, incident tickets used to generate the
group signature included in candidate tickets and group
signature 502 may be from Country 1 and step 514 may
retrieve group signatures X and Y that are similar to group
signature 502, where group signature X is based on incident
tickets from Country 2 and group signature Y is based on
incident tickets from Country 3.

In step 516, similarity explorer tool 138 (see FIG. 1B)
ranks the group signatures retrieved in step 514 based on the
aforementioned similarity index and further based on a
group weight (i.e., the weights assigned to the group signa-
tures by assign weight to signature module 132 (see FIG.
1A)). The similarity index is a function of an unordered set
based on keywords entered to search problem tickets, an
ordered set based on an order of attributes selected as
filtering constraints to search problem tickets, and an input
signature. The group weight is a function of ticket volume
and investigation count. Investigation count is the number of
investigations that have been opened for a type of incident
ticket.

In step 518, similarity explorer tool 138 (see FIG. 1B)
extracts incident tickets for the group signatures that are top
ranked based on the ranking in step 516.

In step 520, similarity explorer tool 138 (see FIG. 1B)
evaluates recent time-series analyses to determine if the
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incident tickets extracted in step 518 are suitable candidates
to add to the candidate tickets in candidate tickets and group
signature 502.

In step 522, if similarity explorer tool 138 (see FIG. 1B)
determines that the tickets extracted in step 518 are suitable
to be added to candidate tickets 502 based on the evaluation
performed in step 520, then the Yes branch of step 522 is
taken and step 524 is performed. In step 524, similarity
explorer tool 138 (see FIG. 1B) expands the candidate set by
adding the tickets extracted in step 518. With an expanded
candidate set resulting from step 524, one or more other
defects related to the IT environment of candidate tickets
and group signature 502 are investigated, and proactive
actions are implemented to prevent the one or more other
defects. Therefore, the process of FIG. 5 enables the iden-
tification of crucial common features within signatures of
cross-pool tickets, thereby enabling a detection of similarity
and opportunities for expanding proactive actions to reduce
defects to multiple pools and multiple IT service delivery
centers.

Returning to step 522, if similarity explorer tool 138 (see
FIG. 1B) determines that the tickets extracted in step 518 are
not suitable to be added to candidate tickets 502 based on the
evaluation performed in step 520, then the No branch of step
522 is taken and step 526 is performed. In step 526,
similarity explorer tool 138 (see FIG. 1B) does not expand
the candidate set and the tickets extracted in step 518 are not
added to candidate tickets 502.

Following step 524 and step 526, the process of FIG. 5
ends at step 512.

Computer System

FIG. 6 is a block diagram of a computer system that is
included in the system of FIGS. 1A-1B and that implements
the process of FIG. 2, FIG. 3, FIG. 4 and/or FIG. 5, in
accordance with embodiments of the present invention.
Computer system 102 generally comprises a central pro-
cessing unit (CPU) 602, a memory 604, an input/output
(I/0) interface 606, and a bus 608. Further, computer system
102 is coupled to /O devices 610 and a computer data
storage unit 612. CPU 602 performs computation and con-
trol functions of computer system 102, including carrying
out instructions included in program code 614 to perform a
method of identifying related problem tickets in an IT
environment, where the instructions are carried out by CPU
602 via memory 604. CPU 602 may comprise a single
processing unit, or be distributed across one or more pro-
cessing units in one or more locations (e.g., on a client and
server). In one embodiment, program code 614 includes
code for capture user interaction patterns tool 122 (see FIG.
1A), generate signature tool 128 (see FIG. 1A), auto classity
by interaction patterns tool 108 (see FIG. 1A), similarity
explorer tool 138 (see FIG. 1B), trend analysis tool 150 (see
FIG. 1B) and generate classifiers tool 152 (see FIG. 1B).

Memory 604 may comprise any known computer-read-
able storage medium, which is described below. In one
embodiment, cache memory elements of memory 604 pro-
vide temporary storage of at least some program code (e.g.,
program code 614) in order to reduce the number of times
code must be retrieved from bulk storage while instructions
of the program code are carried out. Moreover, similar to
CPU 602, memory 604 may reside at a single physical
location, comprising one or more types of data storage, or be
distributed across a plurality of physical systems in various
forms. Further, memory 604 can include data distributed
across, for example, a local area network (LAN) or a wide
area network (WAN).
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1/O interface 606 comprises any system for exchanging
information to or from an external source. I/O devices 610
comprise any known type of external device, including a
display device (e.g., monitor), keyboard, mouse, printer,
speakers, handheld device, facsimile, etc. Bus 608 provides
a communication link between each of the components in
computer system 102, and may comprise any type of trans-
mission link, including electrical, optical, wireless, etc.

1/O interface 606 also allows computer system 102 to
store information (e.g., data or program instructions such as
program code 614) on and retrieve the information from
computer data storage unit 612 or another computer data
storage unit (not shown). Computer data storage unit 612
may comprise any known computer-readable storage
medium, which is described below. For example, computer
data storage unit 612 may be a non-volatile data storage
device, such as a magnetic disk drive (i.e., hard disk drive)
or an optical disc drive (e.g., a CD-ROM drive which
receives a CD-ROM disk).

Memory 604 and/or storage unit 612 may store computer
program code 614 that includes instructions that are carried
out by CPU 602 via memory 604 to identify related problem
tickets in an IT environment. Although FIG. 6 depicts
memory 604 as including program code 614, the present
invention contemplates embodiments in which memory 604
does not include all of code 614 simultaneously, but instead
at one time includes only a portion of code 614.

Further, memory 604 may include other systems not
shown in FIG. 6, such as an operating system (e.g., Linux®)
that runs on CPU 602 and provides control of various
components within and/or connected to computer system
102. Linux is a registered trademark of Linus Torvalds in the
United States.

Storage unit 612 and/or one or more other computer data
storage units (not shown) that are coupled to computer
system 102 may store incident tickets 106 (see FIG. 1A),
candidate ticket group 136 (see FIG. 1B), group signature
134 (see FIG. 1B) and/or interaction management database
139 (see FIG. 1B).

As will be appreciated by one skilled in the art, the present
invention may be embodied as a system, method or com-
puter program product. Accordingly, an aspect of an
embodiment of the present invention may take the form of
an entirely hardware aspect, an entirely software aspect
(including firmware, resident software, micro-code, etc.) or
an aspect combining software and hardware aspects that
may all generally be referred to herein as a “module”.
Furthermore, an embodiment of the present invention may
take the form of a computer program product embodied in
one or more computer-readable medium(s) (e.g., memory
604 and/or computer data storage unit 612) having com-
puter-readable program code (e.g., program code 614)
embodied or stored thereon.

Any combination of one or more computer-readable
mediums (e.g., memory 604 and computer data storage unit
612) may be utilized. The computer readable medium may
be a computer-readable signal medium or a computer-
readable storage medium. In one embodiment, the com-
puter-readable storage medium is a computer-readable stor-
age device or computer-readable storage apparatus. A
computer-readable storage medium may be, for example,
but not limited to, an electronic, magnetic, optical, electro-
magnetic, or semiconductor system, apparatus, device or
any suitable combination of the foregoing. A non-exhaustive
list of more specific examples of the computer-readable
storage medium includes: a portable computer diskette, a
hard disk, a random access memory (RAM), a read-only
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memory (ROM), an erasable programmable read-only
memory (EPROM or Flash memory), a portable compact
disc read-only memory (CD-ROM), an optical storage
device, a magnetic storage device, or any suitable combi-
nation of the foregoing. In the context of this document, a
computer-readable storage medium can contain or store a
program (e.g., program 614) for use by or in connection with
a system, apparatus, or device for carrying out instructions.

A computer readable signal medium may include a propa-
gated data signal with computer-readable program code
embodied therein, for example, in baseband or as part of a
carrier wave. Such a propagated signal may take any of a
variety of forms, including, but not limited to, electromag-
netic, optical, or any suitable combination thereof. A com-
puter-readable signal medium may be any computer-read-
able medium that is not a computer-readable storage
medium and that can communicate, propagate, or transport
a program for use by or in connection with a system,
apparatus, or device for carrying out instructions.

Program code (e.g., program code 614) embodied on a
computer-readable medium may be transmitted using any
appropriate medium, including but not limited to wireless,
wireline, optical fiber cable, RF, etc., or any suitable com-
bination of the foregoing.

Computer program code (e.g., program code 614) for
carrying out operations for aspects of the present invention
may be written in any combination of one or more program-
ming languages, including an object oriented programming
language such as Java®, Smalltalk, C++ or the like and
conventional procedural programming languages, such as
the “C” programming language or similar programming
languages. Java and all Java-based trademarks and logos are
trademarks or registered trademarks of Oracle and/or its
affiliates. Instructions of the program code may be carried
out entirely on a user’s computer, partly on the user’s
computer, as a stand-alone software package, partly on the
user’s computer and partly on a remote computer or entirely
on the remote computer or server, where the aforementioned
user’s computer, remote computer and server may be, for
example, computer system 102 or another computer system
(not shown) having components analogous to the compo-
nents of computer system 102 included in FIG. 6. In the
latter scenario, the remote computer may be connected to the
user’s computer through any type of network (not shown),
including a LAN or a WAN, or the connection may be made
to an external computer (e.g., through the Internet using an
Internet Service Provider).

Aspects of the present invention are described herein with
reference to flowchart illustrations (e.g., FIG. 2, FIG. 3, FIG.
4 and FIG. 5) and/or block diagrams of methods, apparatus
(systems) (e.g., FIGS. 1A-1B and FIG. 6), and computer
program products according to embodiments of the inven-
tion. It will be understood that each block of the flowchart
illustrations and/or block diagrams, and combinations of
blocks in the flowchart illustrations and/or block diagrams,
can be implemented by computer program instructions (e.g.,
program code 614). These computer program instructions
may be provided to one or more hardware processors (e.g.,
CPU 602) of a general purpose computer, special purpose
computer, or other programmable data processing apparatus
to produce a machine, such that the instructions, which are
carried out via the processor(s) of the computer or other
programmable data processing apparatus, create means for
implementing the functions/acts specified in the flowcharts
and/or block diagram block or blocks.

These computer program instructions may also be stored
in a computer-readable medium (e.g., memory 604 or com-
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puter data storage unit 612) that can direct a computer (e.g.,
computer system 102), other programmable data processing
apparatus, or other devices to function in a particular man-
ner, such that the instructions (e.g., program 614) stored in
the computer-readable medium produce an article of manu-
facture including instructions which implement the function/
act specified in the flowcharts and/or block diagram block or
blocks.

The computer program instructions may also be loaded
onto a computer (e.g., computer system 102), other pro-
grammable data processing apparatus, or other devices to
cause a series of operational steps to be performed on the
computer, other programmable apparatus, or other devices
to produce a computer implemented process such that the
instructions (e.g., program 614) which are carried out on the
computer, other programmable apparatus, or other devices
provide processes for implementing the functions/acts speci-
fied in the flowcharts and/or block diagram block or blocks.

Any of the components of an embodiment of the present
invention can be deployed, managed, serviced, etc. by a
service provider that offers to deploy or integrate computing
infrastructure with respect to identitying related problem
tickets in an IT environment. Thus, an embodiment of the
present invention discloses a process for supporting com-
puter infrastructure, wherein the process comprises provid-
ing at least one support service for at least one of integrating,
hosting, maintaining and deploying computer-readable code
(e.g., program code 614) in a computer system (e.g., com-
puter system 102) comprising one or more processors (e.g.,
CPU 602), wherein the processor(s) carry out instructions
contained in the code causing the computer system to
identify related problem tickets in an IT environment.

In another embodiment, the invention provides a method
that performs the process steps of the invention on a sub-
scription, advertising and/or fee basis. That is, a service
provider, such as a Solution Integrator, can offer to create,
maintain, support, etc. a process of identifying related prob-
lem tickets in an IT environment. In this case, the service
provider can create, maintain, support, etc. a computer
infrastructure that performs the process steps of the inven-
tion for one or more customers. In return, the service
provider can receive payment from the customer(s) under a
subscription and/or fee agreement, and/or the service pro-
vider can receive payment from the sale of advertising
content to one or more third parties.

The flowcharts in FIG. 2, FIG. 3, FIG. 4 and FIG. 5 and
the block diagrams in FIGS. 1A-1B and FIG. 6 illustrate the
architecture, functionality, and operation of possible imple-
mentations of systems, methods, and computer program
products according to various embodiments of the present
invention. In this regard, each block in the flowcharts or
block diagrams may represent a module, segment, or portion
of code (e.g., program code 614), which comprises one or
more executable instructions for implementing the specified
logical function(s). It should also be noted that, in some
alternative implementations, the functions noted in the block
may occur out of the order noted in the figures. For example,
two blocks shown in succession may, in fact, be performed
substantially concurrently, or the blocks may sometimes be
performed in reverse order, depending upon the functional-
ity involved. It will also be noted that each block of the block
diagrams and/or flowchart illustrations, and combinations of
blocks in the block diagrams and/or flowchart illustrations,
can be implemented by special purpose hardware-based
systems that perform the specified functions or acts, or
combinations of special purpose hardware and computer
instructions.
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While embodiments of the present invention have been
described herein for purposes of illustration, many modifi-
cations and changes will become apparent to those skilled in
the art. Accordingly, the appended claims are intended to
encompass all such modifications and changes as fall within
the true spirit and scope of this invention.

The invention claimed is:

1. A method of identifying related problem tickets in an
information technology (IT) environment, the method com-
prising the steps of:

a computer determining that a pattern of actions is effec-
tive at proactively preventing a problem in the IT
environment based on a frequency at which one or
more users performed interactions with a computer
program, the interactions:
including the pattern of actions,
including a performance of a text analysis of content of

the plurality of historical problem tickets,
including a statistical analysis of the content of the
plurality of historical problem tickets, and
causing a determination that a plurality of historical
problem tickets includes a group of problem tickets
which is related to the problem;

the computer generating an executable script based on the
pattern of actions;

based at least in part on the text analysis and the statistical
analysis included in the interactions, the computer
determining a root cause of the problem;

in response to a receipt of a new problem ticket, the
computer executing the script, which automatically
performs the pattern of actions; and

in response to executing the script, the computer classi-
fying the new problem ticket as being included in the
group of problem tickets related to the problem and
determining the new problem ticket specifies the prob-
lem which has the root cause.

2. The method of claim 1, further comprising the step of
the computer capturing in the interactions an application of
a first filtering constraint to the plurality of historical prob-
lem tickets having respective severities before an application
of a second filtering constraint, the first filtering constraint
being a selection in a user interface of the computer program
of a severity from the severities, and the second filtering
constraint being a selection in a user interface of one or more
attributes of the plurality of historical problem tickets other
than the severity, wherein the step of determining the root
cause is based in part on the applications of the first and
second filtering constraints and the application of the first
filtering constraint being before the application of the second
filtering constraint.

3. The method of claim 1, further comprising the step of
the computer generating and presenting to a user a visual-
ization of behavior of the group of problem tickets in which
the new problem ticket is classified.

4. The method of claim 1, further comprising the steps of:

based on the interactions, the computer determining a
group signature that includes the pattern of actions;

the computer storing the group signature, a specification
of the root cause of the group of problem tickets, and
a preventive action implemented to prevent the root
cause;

the computer registering the group signature for trend
analysis of incoming problem tickets;

the computer retrieving incoming problem tickets based
on the group signature;

the computer performing a time-series analysis of the
retrieved problem tickets;
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based on the time-series analysis, the computer determin-
ing a volume of incoming problem tickets related to the
problem is decreasing over a time period; and

based on the group signature and the volume of the
incoming problem tickets related to the problem
decreasing over the time period, the computer deter-
mining the preventive action is effective at preventing
the root cause.

5. The method of claim 2, further comprising the steps of:

based on the interactions, the computer determining a 10

group signature that includes the pattern of actions and
is associated with a first country from which the
problem tickets in the group of problem tickets are
extracted;

the computer storing the group signature, a specification

of the root cause of the group of problem tickets, and
a preventive action implemented to prevent the root
cause;
the computer determining a similarity index based on a
search for keywords in the content of the plurality of
historical problem tickets and the first and second
filtering constraints, and retrieving second and third
group signatures that are similar to the group signature
based on the similarity index and that are associated
with problem tickets from second and third countries,
respectively, which are different from the first country;

the computer assigning weights to the retrieved second
and third group signatures and ranking the retrieved
group signatures based on the similarity index and the
weights assigned to the retrieved group signatures;

the computer determining the second and third group
signatures have top ranks based on the step of ranking
the retrieved group signatures and extracting second
problem tickets for the second group signature and
third problem tickets for the third group signature;

the computer performing a time-series analysis of the
extracted second problem tickets and in response,
expanding the group of problem tickets to include the
second problem tickets;

the computer performing a time-series analysis of the

extracted third problem tickets and in response, deter-
mining the extracted third problem tickets are not
candidates to be added to the group of problem tickets;
and

based on the group of problem tickets being expanded

with the extracted second problem tickets, the com-
puter determining the preventive action specified by the
group signature prevents a root cause of the extracted
second problem tickets from the second country.

6. The method of claim 1, further comprising the step of
the computer capturing in the interactions attributes of the
historical problem tickets that are co-selected by a user in a
user interface of the computer program to determine the root
cause, wherein the step of determining the root cause is
based in part on the co-selected attributes.

7. The method of claim 1, further comprising the step of:

providing at least one support service for at least one of

creating, integrating, hosting, maintaining, and deploy-
ing computer-readable program code in the computer,
the program code being executed by a processor of the
computer to implement the steps of extracting, receiv-
ing, monitoring and storing interactions, identifying,
determining the pattern of actions, generating, deter-
mining the root cause, executing the script, and clas-
sifying and determining the new problem ticket.

8. A computer system comprising:

a central processing unit (CPU);
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a memory coupled to the CPU of the computer system;

a computer-readable, tangible storage device coupled to
the CPU of the computer system, the storage device
containing instructions that, when carried out by the
CPU via the memory, implement a method of identi-
fying related problem tickets in an information tech-
nology (IT) environment, the method comprising the
steps of:

the computer system determining that a pattern of actions

is effective at proactively preventing a problem in the

IT environment based on a frequency at which one or

more users performed interactions with a computer

program, the interactions:

including the pattern of actions,

including a performance of a text analysis of content of
the plurality of historical problem tickets,

including a statistical analysis of the content of the
plurality of historical problem tickets, and

causing a determination that a plurality of historical
problem tickets includes a group of problem tickets
which is related to the problem;

the computer system generating an executable script
based on the pattern of actions;

based at least in part on the text analysis and the
statistical analysis included in the interactions, the
computer system determining a root cause of the
problem;

in response to a receipt of a new problem ticket, the
computer system executing the script, which auto-
matically performs the pattern of actions; and

in response to executing the script, the computer sys-
tem classifying the new problem ticket as being
included in the group of problem tickets related to
the problem and determining the new problem ticket
specifies the problem which has the root cause.

9. The computer system of claim 8, wherein the method
further comprises the step of the computer system capturing
in the interactions an application of a first filtering constraint
to the plurality of historical problem tickets having respec-
tive severities before an application of a second filtering
constraint, the first filtering constraint being a selection in a
user interface of the computer program of a severity from the
severities, and the second filtering constraint being a selec-
tion in a user interface of one or more attributes of the
plurality of historical problem tickets other than the severity,
wherein the step of determining the root cause is based in
part on the applications of the first and second filtering
constraints and the application of the first filtering constraint
being before the application of the second filtering con-
straint.

10. The computer system of claim 8, wherein the method
further comprises the step of the computer system generat-
ing and presenting to a user a visualization of behavior of the
group of problem tickets in which the new problem ticket is
classified.

11. The computer system of claim 8, wherein the method
further comprises the steps of:

based on the interactions, the computer system determin-

ing a group signature that includes the pattern of
actions;

the computer system storing the group signature, a speci-

fication of the root cause of the group of problem
tickets, and a preventive action implemented to prevent
the root cause;

the computer system registering the group signature for

trend analysis of incoming problem tickets;
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the computer system retrieving incoming problem tickets

based on the group signature;

the computer system performing a time-series analysis of

the retrieved problem tickets;

based on the time-series analysis, the computer system

determining a volume of incoming problem tickets
related to the problem is decreasing over a time period;
and

based on the group signature and the volume of the

incoming problem tickets related to the problem
decreasing over the time period, the computer system
determining the preventive action is effective at pre-
venting the root cause.

12. The computer system of claim 9, wherein the method
further comprises the steps of:

based on the interactions, the computer system determin-

ing a group signature that includes the pattern of
actions and is associated with a first country from
which the problem tickets in the group of problem
tickets are extracted;

the computer system storing the group signature, a speci-

fication of the root cause of the group of problem
tickets, and a preventive action implemented to prevent
the root cause;
the computer system determining a similarity index based
on a search for keywords in the content of the plurality
of historical problem tickets and the first and second
filtering constraints, and retrieving second and third
group signatures that are similar to the group signature
based on the similarity index and that are associated
with problem tickets from second and third countries,
respectively, which are different from the first country;

the computer system assigning weights to the retrieved
second and third group signatures and ranking the
retrieved group signatures based on the similarity index
and the weights assigned to the retrieved group signa-
tures;
the computer system determining the second and third
group signatures have top ranks based on the step of
ranking the retrieved group signatures and extracting
second problem tickets for the second group signature
and third problem tickets for the third group signature;

the computer system performing a time-series analysis of
the extracted second problem tickets and in response,
expanding the group of problem tickets to include the
second problem tickets;

the computer system performing a time-series analysis of

the extracted third problem tickets and in response,
determining the extracted third problem tickets are not
candidates to be added to the group of problem tickets;
and

based on the group of problem tickets being expanded

with the extracted second problem tickets, the com-
puter system determining the preventive action speci-
fied by the group signature prevents a root cause of the
extracted second problem tickets from the second coun-
try.

13. The computer system of claim 8, wherein the method
further comprises the step of the computer system capturing
in the interactions attributes of the historical problem tickets
that are co-selected by a user in a user interface of the
computer program to determine the root cause, wherein the
step of determining the root cause is based in part on the
co-selected attributes.

14. A computer program product comprising:

a computer-readable storage medium; and
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computer-readable program instructions stored on the
computer-readable storage medium, the computer-
readable program instructions, when carried out by a
central processing unit (CPU) of a computer system,
implement a method of identifying related problem
tickets in an information technology (IT) environment,
the method comprising the steps of:

the computer system determining that a pattern of actions

is effective at proactively preventing a problem in the

IT environment based on a frequency at which one or

more users performed interactions with a computer

program, the interactions:

including the pattern of actions,

including a performance of a text analysis of content of
the plurality of historical problem tickets,

including a statistical analysis of the content of the
plurality of historical problem tickets, and

causing a determination that a plurality of historical
problem tickets includes a group of problem tickets
which is related to the problem;

the computer system generating an executable script
based on the pattern of actions;

based at least in part on the text analysis and the
statistical analysis included in the interactions, the
computer system determining a root cause of the
problem;

in response to a receipt of a new problem ticket, the
computer system executing the script, which auto-
matically performs the pattern of actions; and

in response to executing the script, the computer sys-
tem classifying the new problem ticket as being
included in the group of problem tickets related to
the problem and determining the new problem ticket
specifies the problem which has the root cause.

15. The computer program product of claim 14, wherein
the method further comprises the step of the computer
system capturing in the interactions an application of a first
filtering constraint to the plurality of historical problem
tickets having respective severities before an application of
a second filtering constraint, the first filtering constraint
being a selection in a user interface of the computer program
of a severity from the severities, and the second filtering
constraint being a selection in a user interface of one or more
attributes of the plurality of historical problem tickets other
than the severity, wherein the step of determining the root
cause is based in part on the applications of the first and
second filtering constraints and the application of the first
filtering constraint being before the application of the second
filtering constraint.

16. The computer program product of claim 14, wherein
the method further comprises the step of the computer
system generating and presenting to a user a visualization of
behavior of the group of problem tickets in which the new
problem ticket is classified.

17. The computer program product of claim 14, wherein
the method further comprises the steps of:

based on the interactions, the computer system determin-

ing a group signature that includes the pattern of
actions;

the computer system storing the group signature, a speci-

fication of the root cause of the group of problem
tickets, and a preventive action implemented to prevent
the root cause;

the computer system registering the group signature for

trend analysis of incoming problem tickets;

the computer system retrieving incoming problem tickets

based on the group signature;
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the computer system performing a time-series analysis of
the retrieved problem tickets;

based on the time-series analysis, the computer system
determining a volume of incoming problem tickets
related to the problem is decreasing over a time period;
and

based on the group signature and the volume of the
incoming problem tickets related to the problem
decreasing over the time period, the computer system
determining the preventive action is effective at pre-
venting the root cause.

18. The computer program product of claim 15, wherein

the method further comprises the steps of:

based on the interactions, the computer system determin-
ing a group signature that includes the pattern of
actions and is associated with a first country from
which the problem tickets in the group of problem
tickets are extracted;

the computer system storing the group signature, a speci-
fication of the root cause of the group of problem
tickets, and a preventive action implemented to prevent
the root cause;

the computer system determining a similarity index based
on a search for keywords in the content of the plurality
of historical problem tickets and the first and second
filtering constraints, and retrieving second and third
group signatures that are similar to the group signature
based on the similarity index and that are associated
with problem tickets from second and third countries,
respectively, which are different from the first country;

the computer system assigning weights to the retrieved
second and third group signatures and ranking the
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retrieved group signatures based on the similarity index
and the weights assigned to the retrieved group signa-
tures;
the computer system determining the second and third
group signatures have top ranks based on the step of
ranking the retrieved group signatures and extracting
second problem tickets for the second group signature
and third problem tickets for the third group signature;

the computer system performing a time-series analysis of
the extracted second problem tickets and in response,
expanding the group of problem tickets to include the
second problem tickets;

the computer system performing a time-series analysis of

the extracted third problem tickets and in response,
determining the extracted third problem tickets are not
candidates to be added to the group of problem tickets;
and

based on the group of problem tickets being expanded

with the extracted second problem tickets, the com-
puter system determining the preventive action speci-
fied by the group signature prevents a root cause of the
extracted second problem tickets from the second coun-
try.

19. The computer program product of claim 14, wherein
the method further comprises the step of the computer
system capturing in the interactions attributes of the histori-
cal problem tickets that are co-selected by a user in a user
interface of the computer program to determine the root
cause, wherein the step of determining the root cause is
based in part on the co-selected attributes.
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